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1 The one piece of information you need here (other than GSCE probability) is the definition
of E(X):
E(X) =) nxP(X=n)

The expectation is given by

E(X) = P(X=1) + 2xP(X=2) + 3xP(X=3) 4+ 4xP(X=4) +
= P(X=1) + PX=2 + PX=3 + PX=4 +

v+ P(X=2) + P(X=3) + PX=4 +

+ P(X=3) + P(X=4) +

+  P(X=4) +

Then the top row is P(X > 1), then second row is P(X > 2) etc.

If X > 4 then the first 3 boxes were either all daddy penguins or all mummy penguins.
Therefore we have P(X > 4) =pxpxp+qgxqgx q=p*+¢°.

Similarly P(X > n) = p" ! +¢" !, as in this case the first n— 1 boxes are all daddy penguins
or are all mummy penguins, but only for n > 2.

We have P(X > 1) = 1 which is not the same as p° + ¢ = 2.

Using the expression for expectation given at the beginning of the question you have:
o0
E(X)=1+Y ("' +q¢"").
n=2

We can split the sum up and use the sum to infinity of a geometric sequence to get:

E(X):1+1p%p+1%q.

Noting that p + ¢ = 1 means we can write this as:
P+

E(X):1+§+]%:1+ o

This is not quite in the correct form, so we try fiddling with it:

_ PP +d’+pg
Pq
2 2
_ P +q +2pg—pg
pq
(P+a° g

pq pq

1
=——1 as required.

pq

E(X)
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Alternatively, we can replace 1 with p® + ¢° — 1. This gives:

oo oo
S SRS S
n=1 n=1

IR T
I=p 1-g¢q
1 1
——4+-_1
q P
_pta
pq
1
= 1.
pq
. . 1
For the last part, write the expectation as E(X) = ﬁ -1
pP\L—p
1
You can find the minimum value of y = ﬁ — 1, but it is easier to note that the
(1l —x

minimum value of E(X) corresponds to the maximum value of p(1 — p). The maximum

stationary point of y = z(1 — ) is at (%, i), and so we have p(1 —p) < %. Hence we have

E(X)>4-1=3.
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2 Here we need the definitions of E(X), Var (X), the probabilities of the Poisson distribution
=T

e
PU=r)= — and the variance of the Poisson distribution, Var (U) = X. Everything
r!
else is manipulating sums and equations.

(i) We have:

e \! 5 e )\3 e M\P
TR 51
_AA3 e_AA5

Fxal "
A2\
:e)‘)\< + =+ ——+. )

E(X)=1x

)\)\1+3X

2! 4!
=e M.

Similarly:

—AAQ A e—A 4 6 e—AA6
o TAX T TOX g

AN
A
=€ A <A'+3"+5"+ )

E(Y)=2x

+ ...

—e M3

(ii) We have Var (X) = E(X?) — [E(X)]?. First find E(X?):

-y 1 —-A1\3 —A\5
e '\ e
+ 32

A 2
1 X T X T
—AA3 e—AA5
fA 1
AMXSXX o PPt

2 4
:e_’\)\( +ﬂ+i+ )

E(X?%) =1%x 4 ...

4!
14+ 2)\2 14+ 4\
_e_>‘)\<1—|—( +2,) +( +4,) +>

P CED S %
— oA - Z
=e )\(+2'+2 1!+4!+4x3!+”'>

A2 AN
A
=e ,\<+2'+4,+ +/\[ +gp D

= A(a+\B)
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Then we have:
Var (X) = B(X?) - [E(X)]?
=e A (a+AB) — (e_’\)\a)2

which is not quite the required result. However, we have:

RSP P o

1 Ao+ A2 N2
and hence e = . This gives Var (X) = atXp_ a 5
a+p a+p (a+PB)
_AB+ X 232

atf  (at+ph)?

For the last part, start by noting that Var (X +Y) = Var (U) = A. We then want to
find non-zero values of A for which:
Ao+ 23 B Ao B+ Ao B 232 _
ath (et @B (a+ph)’

The same approach gives Var (Y')

Then either A = 0, or:

(a+A3)(a+ B) — Ao + (B + Aa)(a + B) — AB* = (a + B)?

A+ o + AaB + M — X + off + F7+ Xa7 + Naf — M7 = o + 2e8 + F

2 afB =0

If X # 0 this can only be solved if one of a and (3 is zero. Since a > 0 and 8 > 0 there
are no non-zero values of A\ for which Var (X) + Var(Y) = Var (X +Y).
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